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Abstract—In the field of constraint programming, selecting the
most effective search strategy for a new problem is a complex
task. Despite the existence of numerous autonomous search
strategies, the effectiveness of a strategy is highly problem-specific
and no single strategy can universally excel. Therefore, for the
solver’s developers, it is difficult to find a good default strategy
working across many problems. For the end-user, it is a daunting
task to select the best search strategy, and they will usually rely
on the solver’s default, missing out better strategies.

In this paper, we introduce the probe and solve algorithm which
explores different search strategies in a probing phase, using a
portion of the global timeout, and uses the best strategy found
to solve the problem. By viewing the search strategy as hyperpa-
rameters, we leverage Bayesian optimization, a hyperparameter
optimization technique well-known in machine learning but, to
the best of our knowledge, not used in constraint programming. A
key strength of our approach is to be generic and non-invasive: it
can be used on top of any MiniZinc or XCSP3-compatible solvers,
without modifying those. Further, probe and solve consistently
achieved better results in the XCSP3 and MiniZinc competitions
than the solver’s default search and modern dynamic search
strategies: DomWDeg/CACD, FrbaOnDom and PickOnDom,
with the ACE and Choco constraint solvers.

Index Terms—Constraint programming, search strategies,
Bayesian optimization, hyperparameter optimization.

I. INTRODUCTION

Constraint programming (CP) is a computational paradigm
that operates with mathematical relations, also known as
constraints. This method offers a declarative way to represent
a wide array of real-world problems, ranging from scheduling
and vehicle routing to biology and musical composition [1].

One of the key advantages of CP is its adaptability. It
supports a broad spectrum of constraints, including linear and
non-linear, and those over discrete or continuous domains.
This versatility sets it apart from other methods like SAT,
which focuses on Boolean formulas [2], and linear program-
ming [3], which is designed to solve linear constraints. CP
emphasizes defining the problem itself, focusing on the ‘what
to model’ rather than the ‘how to solve’. Once the constraint
model written, a general-purpose solver is responsible for the
actual problem-solving process.

In order to find a solution to a problem, CP solvers use a
search process to explore the space of possible solutions. The
search process is guided by the domains of the variables and
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the constraints, and the goal is to find a solution that satisfies
all the constraints. To guide the search process, CP solvers use
a variety of search strategies to determine the order in which
the solver explores the space of possible solutions and can
have a significant impact on the performance of the solver.

However, as there is not a universally efficient algorithm for
all problems, CP experts often need to customize the solver
and devise specific search strategies for each problem to ensure
efficiency [4], [5]. In this light, they have implemented some
adaptive search strategies to autonomously and dynamically
gather valuable information, throughout the search process,
enabling more informed decision-making. Among these vari-
ous search strategies, PickOnDom [6], FrbaOnDom [7], and
DomWDeg/CACD [8], [9] stand out as three popular variable
selection strategies utilized in constraint programming. Simi-
larly to [6], we have compared these three strategies on the
XCSP3 competition of 2023 [10], and the results show that
none of these strategies can consistently outperform the others.

In this work, we introduce the probe and solve algorithm
(PSA) which first probes the problem with different search
strategies and then solve the problem with the best strategy
found (Section III). By trading solving time for configuration
time, we hope to find a better search strategy on average.
During the probing phase, we use Bayesian optimization [11]
to select the different search strategies to test. Although
Bayesian optimization is a standard and efficient hyperpa-
rameter optimization (HPO) technique in the field of machine
learning [12], [13], we are not aware of its usage in the realm
of CP.

A search strategy is usually a combination of a variable
and value selection strategies. We keep this simple view as
it makes it easy to encode the search strategy into a set of
hyperparameters to be optimized by an HPO method. From
our experiments, when we considered more parameters—
such as combination of strategies, or solver’s parameters—the
hyperparameters space became overly large and the efficiency
of the approach decreased. It is also due to the fact that
evaluating each configuration is a time-consuming process
as it involves running the solver for some time. Hence, we
have kept the hyperparameters space small, containing only
the most impactful parameter: the search strategy.

The goal of HPO algorithms is to automatically tune the
parameters of an underlying algorithm, but they also contain
parameters that can impact the efficiency. A contribution of



PSA is to be parameterless. Indeed, PSA automatically adjusts
the time used by each probe to gather valuable feedback and
guide the hyperparameter search effectively. Furthemore, by
an extensive experimental analysis, we found that probing for
20% of the global timeout is a robust default probing time.

Fig. 1: Comparison of objective values for three different search strategies.
Each circle in the diagram represents the instances solved by a specific
heuristic. The overlapping areas of the circles indicate instances where the
search strategies achieved identical objective values. For instance, CACD
outperformed FRBA and PICK3 in 50 instances, matched the result of PICK3
in 10 instances, and all three strategies yielded identical results in 87 instances.

We evaluate PSA on a standard set of benchmark problems
from the XCSP3 competition and the MiniZinc challenge [14].
The results are then compared with the default and most com-
monly used search strategies to fully leverage each solver’s
performance (Section V-E). The results demonstrate that the
algorithm performs effectively within the XCSP3 framework
and ACE solver [15], and MiniZinc with Choco solver [16],
as detailed in Section V.

The contributions of this work are as follows:
• Non-invasive. PSA is generic and non-invasive as it can

be used on top of any MiniZinc or XCSP3-compatible
solvers, without modifying those (Section III).

• Parameterless. PSA operates without the need for pa-
rameter setting or optimization, eliminating the necessity
for manual parameter setup.

• Robustness. The robust performance of PSA, even with
short probing timeouts, is validated through statistical
analysis as detailed in Section IV.

• Efficiency. PSA demonstrates superior results compared
to the default solver strategy or individual dynamic search
strategies, highlighting its efficiency (Section V).

II. BACKGROUND

A. Constraint Programming

A constraint satisfaction problem (CSP) is a tuple ⟨X,D,C⟩
where X is a set of variables, D are the domains, and C is the
set of constraints. By utilizing a constraint solver, the goal is to
find solutions that satisfy these given constraints. An extension

is the constraint optimization problem (COP) which is a tuple
⟨X,D,C, obj ⟩ with obj ∈ X where the goal is to find the
best objective possible (either by minimization or maximiza-
tion). Without loss of generalities, we suppose minimization
problems in our definitions and algorithms. The constraint
solver is essentially a backtracking procedure dividing the
domains of the variable following a certain search strategy
and pruning the domains using a form of logical inference
called propagation [17]. Commonly used search strategies in
constraint programming are a combination of variable and
value selection strategies.

Different problem domains and characteristics may require
different search strategies to achieve the best performance.
Therefore, the design and evaluation of search strategies are
ongoing research areas in CP, aiming to provide guidance and
tools for effectively solving complex problems [18], [19].

B. Search Strategies

Search strategies are methods to explore the space of
possible solutions for a constraint problem. A search strategy
consists of two components: a variable selection strategy and a
value selection strategy [20]. While it is possible for a search
strategy to encompass more than these two components, within
the context of this paper, we define a search strategy as the
combination of these two elements.

Variable selection strategies determine the order in which
variables are chosen for assignment during the search process,
such as input_order (variables are chosen for assignment
in the order they were input into the system) or first_fail
(the variable with the smallest domain i.e., the fewest possible
valid values, is chosen first) [21].

On the other hand, value selection strategies determine
the order in which values are considered for assignment to
variables, utilizing heuristics like selecting the minimum or
maximum value or choosing randomly from the remaining
values [22]. These strategies determine how the solver ex-
plores the domain of a selected variable. Examples of value
choice strategies include selecting the minimum or maximum
value, choosing randomly from the remaining values, or using
heuristics based on problem-specific knowledge [23].

The choice of heuristics can have a significant impact on the
efficiency and effectiveness of the search. Different heuristics
may be suitable for different types of problems, constraints,
and objective functions. Therefore, finding a good search
strategy for a given problem is a challenging task.

C. Hyperparameter Optimization

Hyperparameter optimization (HPO) is the process of find-
ing the optimal values for the hyperparameters of a machine
learning algorithm, such as learning rate, regularization, or
number of hidden units. Hyperparameters are the parameters
that are not learned by the algorithm but are set by the user
before training [24]. Choosing the right hyperparameters can
have a significant impact on the performance and efficiency of
the algorithm, but finding them can be challenging, especially
for complex models and problems.



One of the main challenges of HPO is the trade-off between
exploration and exploitation, that is, how to balance the search
between trying new and potentially better values for the
hyperparameters, and using the best values found so far [25].
Exploration can help to avoid getting stuck in local optima and
discover new regions of the search space, but it can also waste
time and resources on poor values. Exploitation can help to
improve the performance and efficiency of the algorithm, but
it can also miss out on better values that are not yet evaluated.

Several HPO methods have gained more popularity, includ-
ing: grid search, random search [26], hyper-band optimiza-
tion [27], multi-armed bandit [28], and bayesian optimization.
Different HPO methods have different ways of dealing with
this trade-off, and there is no one-size-fits-all solution that
works for every problem and algorithm [25].

III. PROBE AND SOLVE ALGORITHM

In this section, we introduce the probe and solve algorithm
(PSA), a universal method designed to pinpoint effective
search strategies for tackling constraint problems. The algo-
rithm operates in two phases: the probing phase and the solv-
ing phase. The probing phase navigates the landscape of search
strategies using an HPO method, while the solving phase
applies the most effective strategy to resolve the problem.

We denote Svar as the set of variable selection strategies’
names (as recognized by the solvers), and Sval as the set of
value selection strategies’ names. The HPO method is tasked
with optimizing two arrays of integers, representing Svar and
Sval respectively. We define HP := P(Svar ×Sval) as the set
of all possible combinations of hyperparameters.

A. Algorithm

Let GT be the global timeout allocated to solve a CSP.
A portion of this time denoted as PT (probing timeout), is
specifically reserved for the probing phase. The value of PT
is a crucial parameter in our algorithm, and we have conducted
extensive experiments to optimize it within the context of the
overall timeout GT (Section V).

The probing phase will run for a portion of GT , which we
call probing timeout PT , which is a critical parameter that
we experimented with to optimize our algorithm. A probing
ratio of 20% strikes the right balance between exploration and
exploitation, as shown in Section IV.

During the probing phase, PSA evaluates a variety of search
strategies from the set HP . Each strategy is assessed for
a limited duration, initially set to 5 seconds, denoted CT
(current timeout). This timeframe not only accommodates
the computational requirements of simpler problems but also
factors in the necessary overhead for transmitting information
to the solver and retrieving the solutions.

The algorithm attempts to solve the problem within this
timeout. If the solver successfully finds the objective within
this timeframe, it continues to run the next experiment in the
probing phase using this timeout. However, if the solver fails
to find any objective result within the timeout, the approach
adapts by extending the defined timeout. This increment is

determined by a geometric coefficient, set to 1.2, which
multiplies the current timeout CT , thereby increasing it.

The timeout continues increasing until an objective is found
or PT is reached, using the calculation of elapsed time,
denoted by ET . This adaptive approach ensures that the algo-
rithm can effectively handle problems of various complexities
while maintaining efficiency. Specifically, in scenarios where
a solution cannot be found within 5 seconds.

Choosing the probing timeout too large will reduce the
number of combinations we can test and the effectiveness of
the HPO method. But choosing it too small will prevent us
from getting any solution and the comparison between two
runs will be harder. In our experiments, we compare two runs
using the objective value found and in the case of ties, the
time it took to reach that objective value. At the end of the
probing phase, we obtain a rank of the search strategies tested,
and we select the best one for the solving phase.

We now define more explicitly our approach in Algorithm 1.

Algorithm 1 Probe and Solve Algorithm (PSA)

function PSA(⟨X,D,C, obj ⟩, hpo,HP ,GT ,PT )
Initialize ET to 0 seconds
Initialize best obj to ∞
while ET < PT do

psolve ← λs.solve(⟨X,D,C, obj ⟩, s,CT )
ranking , obj ← hpo(HP , psolve)
ET ← ET + CT
if obj ̸=∞ then

min(obj , best obj )
else

CT ← CT ×Geometric Coefficient
end if

end while
if best obj =∞ then

return solve(⟨X,D,C, obj ⟩, ranking [0],GT−PT )
else

return min(best obj , solve(⟨X,D,C ∧ obj <
best obj , obj ⟩, ranking [0],GT − PT ))

end if
end function

The algorithm accepts a COP ⟨X,D,C, obj ⟩, a hyperparam-
eter function hpo, the set of available search strategies HP ,
and two timeouts: GT and PT .

The HPO method, denoted as hpo(HP , psolve), takes the
set of search strategies and an evaluation function. It returns
the ranking of the best search strategies and the best objective
found so far.

We assume a function solve(⟨X,D,C, obj ⟩, s, T ) that opti-
mizes a given COP using the search strategy s ∈ HP under the
timeout T . The solving phase operates for the remainder of the
global timeout and employs the best search strategy identified
in the probing phase to solve the constraint problem.



IV. VALIDATING THE ROBUSTNESS IN SHORTER
TIMEOUTS

In our study, we employed two statistical methods, Spear-
man’s rank correlation [29] and Kendall’s tau [30], to analyze
the results of the probing phase. The aim was to determine
whether the algorithm could identify effective search strategies
based on the rankings observed at both short and global
timeouts, and to understand how these rankings at shorter
timeouts correlate with those obtained at the global timeout.

We randomly selected three instances and ran them 10
times, each time recording the intermediary results and ranking
the search strategies. For each run, we separated the ranking of
the results after different timeouts: 5%, 10%, 20%, 50%, and
100% of the global timeout. We then examined whether the
rankings of the results, evaluated based on the objective func-
tion were correlated. This allowed us to investigate whether
the behavior of the search strategies remained consistent across
different runs and for the specific problem.

The correlation coefficient ranges from -1 to 1, where 1
indicates a perfect positive correlation, -1 indicates a perfect
negative correlation, and 0 indicates no correlation. In our
context, a high positive correlation suggests that the rankings
obtained from a specific run with a specific timeout are similar
to those obtained from another run with the same timeout.

This implies that if we run the approach with a fraction of
the global timeout and it yields a ranking of the search strate-
gies, the behavior of the search strategies tends to mirror the
behavior observed with the same instance and with the same
fraction of the global timeout but in a different run. This holds
true even though the seed for the Bayesian optimization varies
and PSA provides a different set and combination of search
strategies each time. Therefore, if a superior search strategy is
identified during a specific run, we can be reasonably confident
that the same strategy would also be deemed superior when
evaluated over another run.

For instance, in KidneyExchange-4-081, the table shows an
average correlation of 0.83 for all runs at first 5% of the global
timeout to each other. This suggests that in all 10 runs of this
specific instance, the behavior of search strategies in the first
5% of the global timeout were mostly the same as each other
and they were correlated in 83% of the time.

The result of ranking correlations can be seen in Table I.

V. EXPERIMENTS

In this section, we evaluate the performance of the PSA on
a set of benchmark problems from different domains.

A. Experimental Setup

The experiments presented, were carried out using a high-
performance computing facility. The computing time equates
to approximately 2500 node-hours. The technical specifica-
tions of a cluster compute node are: 2xAMD Epyc ROME
7H12 @ 2.6 GHz [64c/280W] processor with 256 GB RAM.

Our research relies on the data from the fifth interna-
tional XCSP3 constraint solver competition held in 2023 [15].
Specifically, we focus on all the COP problems derived from

this competition, amounting to a total of 250 instances, cov-
ering various types of constraints and objective functions. We
use ACE [15] as our main solver and Bayesian optimization
as the main HPO method to generate and evaluate different
combinations of search strategies as hyperparameters. For each
problem, we align our global timeout setting of 1200 seconds
with the one used by the XCSP3 Challenge.

Our aim is to demonstrate that PSA yields promising results.
Therefore, we have chosen to set the probing phase timeout to
different percentages of the global timeout, namely: 5%, 10%,
20%, 50%, and 100%. This allows to compare the efficiency
and applicability of this timeout and to determine whether a
shorter or longer probing phase yields better results.

B. Implementation

Our approach is implemented in Python, leveraging several
libraries for optimization and CP. The key libraries used
include Skopt [31] for HPO, Minizinc and PyCSP3 library
for CP.

The search strategies of the solvers are described declar-
atively in a JSON file. This allows us to easily modify and
experiment with different set of available strategies without
changing the core code.

For instance, a simplified example of the ACE solver within
the XCSP3 looks like this:

"XCSP3": {
"Search-Strategy": {
"varh_values":
["PickOnDom", "FrbaOnDom", "WdegOnDom"],
"valh_values":
["First", "Median"]}}

In this example, PickOnDom, FrbaOnDom and
WdegOnDom are the variable selection strategies, while
First and Median are the value selection strategy.

C. XCSP3 Benchmark with ACE Solver

In this subsection, we evaluate the performance of PSA
on the XCSP3 problems. XCSP3 is an XML-based format
designed to represent instances of combinatorial constrained
problems from the perspective of CP. It is an intermediate
integrated format that can represent each instance separately
while preserving its structure [10].

We compare the outcomes of PSA with four baselines.
These baselines include three popular variable selection strate-
gies: PICK3 (PickOnDom which is set with a pick degree of
three and linked with variables when constraint propagation
concludes with a conflict, as it was identified as the most
effective degree [6]), DomWDeg/CACD, FrbaOnDom and the
solver’s default strategy. Performance is evaluated based on
the objective value and the solving time. For the three popular
variable selection strategies, the value selection strategy was
left to the default of the solver as done in [6]. For the default
search strategy of solvers, we do not specify any variable or
value selection strategy, leaving this decision to the solver.



Instance 5% 10% 20% 50%
Spearman Kendall Tau Spearman Kendall Tau Spearman Kendall Tau Spearman Kendall Tau

CarpetCutting-test05 0.94 0.83 0.96 0.92 0.91 0.84 0.89 0.81
GeneralizedMKP-OR05x100-75-1 0.99 0.99 0.99 0.99 0.92 0.84 0.91 0.80

RIP-25-0-j120-01-01 -0.33 -0.33 0.88 0.79 0.92 0.82 0.97 0.89
KidneyExchange-4-081 0.83 0.83 0.87 0.84 0.90 0.82 0.93 0.82

TABLE I: Average percentage of ranking correlation for the same percentage of the global timeout in 10 different runs - (5,
10, 20, 50)% of global timeout

First, we aimed to observe the impact of these different
combinations of search strategies on the solver’s performance.
We strive to identify the best search strategy using PSA. This
is done by exploring all the variable selection strategies and
value selection strategies offered by the ACE solver itself.

The solver provides an array of strategies for both variable
selection and value selection, as shown below:

• Variable selection strategies:

{RunRobin, Wdeg, Memory, PickOnDom, FrOnDom,
WdegOnDom, ProcOnDom, Regret, FrbaOnDom, Ddeg}

• Value selection strategies:

{Dist, OccsR, Median, AsgsFp, Bivs2, First, AsgsFm,
Last, Robin, RunRobin, Bivs, InternDist, Occs, FlrsE}

This allows to thoroughly evaluate the effectiveness of dif-
ferent search strategies in improving the solver’s performance.

Fig. 2 illustrates the performance comparison between PSA,
with a probing timeout ratio of 0.2, and the four baseline
strategies. Each bar in the figure represents a specific baseline.
The height of the bars indicates the percentage of instances
where the performance of PSA either surpassed, matched, or
was surpassed by the baseline. This figure also provides insight
into the distribution of percentages across different models
where PSA outperformed the baselines at this specific ratio.

In Fig. 2a, PSA performs better in 29.49% of the models
than the default solver, and both yield equal results in 44.87%
of the models, indicating that neither strategy consistently
outperforms the other across all scenarios.

In the second step, we aim to evaluate the effectiveness
of dynamic search strategies in comparison to static ones.
Consequently, we select search strategies that are simpler to
implement and do not require collecting statistics of propa-
gators. The results obtained using a simple subset of variable
and value selection strategies with a probing timeout ratio of
0.2, can be seen in Fig. 2b.

Variable and value selection strategies are shown below:
Variable selection strategies:

{Deg, Rand, Lexico, Srand}

Value selection strategies:

{Vals, First, Last, RunRobin, Robin, Srand, Rand}

The results indicate that PSA method surpasses the baseline
methods in approximately 12% to 20% of the instances.

However, the baseline methods demonstrate superior perfor-
mance, outperforming PSA in around 50% of the instances,
considering the fact that the baselines utilize dynamic methods
to calculate and update weights. This could be interpreted
as an indication that dynamic approaches surpass static ap-
proaches in this context. This superior performance of dynamic
approaches could be attributed to their ability to adapt to
changing conditions during the search process. Unlike static
strategies, which use a fixed method throughout, dynamic
strategies can adjust their methods based on the current state of
the search. This adaptability allows them to navigate the search
space more effectively, potentially avoiding local optima and
finding better solutions.

Given that static search strategies appear to be less effective
than dynamic ones, we employed our algorithm on a subset of
three dynamic variable selection strategies. This was done to
identify which subset of search strategies could yield enhanced
performance. Consequently, we selected the three baselines,
namely: PICK3, CACD, and FRBA as a subset of our variable
selection strategies. The results of this approach with a probing
timeout ratio of 0.2, can be observed in Fig. 2c.

In Fig. 2c, at a ratio of 0.2, PSA performed better in 23.98%
of the models than FRBA, while this baseline performed better
in 18.70% of the models. The results were equal in 57.32%
of the models. This pattern is observed across different ratios
and heuristics, with some variations, and PSA demonstrated a
competitive performance against the baselines although PSA
takes some time to probe.

D. Minizinc Benchmark with Choco Solver

In this subsection, we concentrate on the efficacy of PSA
when applied to the MiniZinc benchmark. MiniZinc is an
open-source constraint modeling language. The MiniZinc
models are subsequently compiled into FlatZinc, a solver input
language comprehensible by a broad spectrum of solvers [14].
For this study, the utilized solver is Choco.

We compare the outcomes of our algorithm with the default
search strategy, which is the combination of (DomWDeg,
Indomain_Min) [32]. This combination is the preferred
choice for the solver’s default in the Choco solver.

The results of PSA on the MiniZinc benchmark problems,
shown in Fig. 3, demonstrate its performance across a variety
of problems. The results are more competitive than the solver’s
default strategy. When the ratio is set at 0.5, PSA outperforms
the default search strategy, achieving better results in 28.42%
of the instances. This is the highest percentage of instances
where PSA performs better among all the ratios tested. Gen-



(a) All available Svar and Sval in comparison with the baselines. (b) Simple set of Svar and Sval in comparison with the baselines.

(c) Svar={PICK3 ,CACD ,FRBA} and all available Sval in
comparison with the baselines.

Fig. 2: Comparative performance of PSA and baselines: an examination of variable and value selection strategies with probing timeout ratio 0.2. The
comparison is conducted across different baselines and is categorized into three sections: (a) comprehensive analysis using the set of all variable/value
selection strategies (b) analysis using the set of simple variable/value selection strategies (c) analysis using the set of three popular frameworks as variable
selection strategies with the set of all value selection strategies.

erally, PSA has demonstrated its potential by outperforming
the default search strategy and baselines in certain scenarios.

The process of using MiniZinc involves compiling the
models into FlatZinc [33] and then sending them to the solver.
This process is inherently time-consuming as it involves both
compilation and communication overheads. To address this,
we have decided to compile the model to FlatZinc once and
use it for the entire process of the experiment rather than in
each run, significantly reducing the time and computational re-
sources required. This change has contributed to the improved
performance of PSA in the MiniZinc framework.

E. Detailed Analysis and PSA Performance

The comprehensive results derive from the various bar
charts and tables and are shown in Table II. This includes a
subset of variable and value selection strategies, both static and

dynamic search strategies. These reveal that dynamic strategies
tend to yield superior results. This can be attributed to several
factors such as their ability to adapt to changing conditions,
their capacity to learn from past decisions, and their potential
to explore the search space more effectively.

We conduct an array of tests using different probing ratios,
specifically 5%, 10%, 20%, 50%, and 100% of the global
timeout. The results indicate that a probing ratio of 20% gen-
erally outperforms the others for our specific set of problems.
Additionally, we introduce two new columns in our results
table: Fallback to Default and Same Search Strategy. The
Fallback to Default column quantifies the instances where
PSA is unable to determine a search strategy within the given
timeframe, leading to the application of the default search
strategy during the solving phase. The Same Search Strategy



Fig. 3: Performance comparison of PSA and solver’s default across different
ratios in Minizinc framework with Choco solver.

column denotes the instances where PSA identifies a search
strategy identical to the solver’s default search strategy after
the probing phase.

VI. RELATED WORK

The application of artificial intelligence techniques to con-
straint solving has not been well explored in research. Some
studies overview the potential of machine learning in optimiz-
ing constraint solving processes [34].

Recently, a new constraint programming solver, SeaPearl,
was introduced [35] which supports machine learning routines
to learn branching decisions using reinforcement learning.
This represents a significant step forward in the integration
of machine learning and constraint programming.

In another study [36], a novel algorithmic framework is
introduced, combining multi-armed bandits and restarts to
optimize variable selection strategies in constraint-based appli-
cations. This approach is designed to be autonomous, adjusting
solver parameters to efficiently handle instances without man-
ual tuning, also an adaptive variant of Successive Halving that
exploits Luby’s universal restart sequence is presented [37].

In another study [38] they introduce the concept of deep
heuristics, a data-driven approach to learn extended versions
of a given variable selection strategy. It demonstrates that
deep heuristics, which can look ahead arbitrarily-many levels
in the search tree, solve 20% more problem instances while
improving on overall runtime for certain benchmark problems.

Despite the growing interest in using machine learning
for optimizing constraint solvers and search strategies, there
is much to explore, especially in applying hyperparameter
optimization techniques to constraint programming. Our work
focuses on this area, offering a black-box method that requires
no modifications to the solver, enhancing its flexibility and ap-
plicability across different constraint programming scenarios.

VII. CONCLUSION

In this research, we explored the use of hyperparameter
optimization in determining effective search strategies for
constraint programming solvers. Our aim was to develop a
simple, universal method that enables users, particularly those
new to constraint problem modeling, to swiftly distinguish
between efficient and inefficient search strategies. This is
especially beneficial when there is a lack of initial insight into
the potential effectiveness of different search strategies.

Our results indicate that PSA can surpass ACE and Choco’s
default strategies and recent dynamic strategies. It is note-
worthy that PSA produced performance metrics that were
comparable to those of the solver’s default search strategy
and the baselines. This is encouraging as it suggests potential
for further improvement and better results in future studies.
Furthermore, when using the Choco solver in Minizinc, it
consistently produced results that were predominantly superior
to the solver’s default search strategy.

The result also showed that there is a strong correlation
between results obtained within shorter timeouts and those
achieved in full timeouts. This implies that the same ranking
of results can likely be obtained during the probing phase,
thereby validating our approach.

There were instances where no combination of variable and
value strategies could surpass the solver’s default. However,
our approach still managed to produce promising results.

This research contributes to the ongoing development of
more effective tools and techniques for solving complex
constraint problems across various domains. It serves as a
foundation for the development of more advanced and efficient
constraint problem-solving methodologies. We are eager to
continue refining our approach and anticipate achieving even
better results in future studies.



TABLE II: Comprehensive results for all the possible ratios in comparison with the baselines.

Method Baselines Results (%) Additional Results (%)
PSA Better Baselines Better Equal Results Fallback to default Same search strategy

XCSP3 with ACE solver
All available Svar and Sval

0.05

CACD 23.11 24.37 52.52

25.60 0.81FRBA 20.73 25.20 54.07
PICK3 21.95 26.02 52.03
Default 19.23 30.77 50.00

0.1

CACD 23.85 25.94 50.21

16.19 0.80FRBA 25.10 21.86 53.04
PICK3 25.91 24.29 49.80
Default 27.85 24.05 48.10

0.2

CACD 26.89 21.85 51.26

13.0 1.21FRBA 25.20 19.92 54.88
PICK3 26.83 24.39 48.78
Default 29.49 25.64 44.87

0.5

CACD 25.63 23.95 50.42

8.82 1.56FRBA 23.98 21.14 54.88
PICK3 26.02 24.39 49.59
Default 28.21 24.36 47.44

1.0

CACD 2.94 26.47 70.59

8.53 2.40FRBA 3.25 25.20 71.54
PICK3 2.85 26.42 70.73
Default 2.56 25.64 71.79

XCSP3 with ACE solver
Simple set of Svar and Sval

0.05

CACD 13.08 47.26 39.66

28.16 0.00FRBA 11.02 42.04 46.94
PICK3 15.51 47.35 37.14
Default 14.29 51.95 33.77

0.1

CACD 15.90 43.51 40.59

23.88 0.00FRBA 11.34 40.49 48.18
PICK3 15.79 44.53 39.68
Default 16.46 49.37 34.18

0.2

CACD 13.39 46.03 40.59

18.62 0.00FRBA 8.91 42.11 48.99
PICK3 12.55 48.18 39.27
Default 16.46 54.43 29.11

0.5

CACD 12.61 50.42 36.97

16.26 0.00FRBA 9.35 44.31 46.34
PICK3 10.57 53.25 36.18
Default 17.95 56.41 25.64

1.0

CACD 0.00 9.62 90.38

15.38 0.00FRBA 0.00 9.72 90.28
PICK3 0.00 9.72 90.28
Default 0.00 13.92 86.08

XCSP3 with ACE solver
Svar={PICK3, CACD, FRBA}
All available Sval

0.05

CACD 25.52 19.67 54.81

22.26 0.40FRBA 23.89 18.22 57.89
PICK3 26.32 23.08 50.61
Default 20.25 27.85 51.90

0.1

CACD 27.31 20.59 52.10

18.29 0.81FRBA 27.24 16.67 56.10
PICK3 28.86 22.76 48.37
Default 19.23 30.77 50.00

0.2

CACD 28.15 21.85 50.00

15.04 8.13FRBA 23.98 18.70 57.32
PICK3 29.67 21.14 49.19
Default 23.08 25.64 51.28

0.5

CACD 25.52 24.69 49.79

8.90 2.42FRBA 23.89 22.27 53.85
PICK3 26.32 25.10 48.58
Default 26.58 27.85 45.57

1.0

CACD 3.77 28.03 68.20

8.50 2.83FRBA 2.83 26.72 70.45
PICK3 2.83 27.94 69.23
Default 1.27 30.38 68.35

Minizinc with Choco solver

0.05 Default 26.32 14.74 58.95 36.84 0.00
0.1 Default 26.32 10.53 63.16 31.58 1.05
0.2 Default 25.26 12.63 62.11 22.11 0.00
0.5 Default 28.42 11.58 60.00 23.68 1.05
1.0 Default 18.09 26.60 55.32 18.30 1.06
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